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Abstract—In this paper, we study hierarchical resource management
modelsand algorithms that support both link-sharing and guaranteedreal-
time serviceswith priority (decoupleddelayand bandwidth allocation). We
extend the service curve based QoS model, which definesboth delay and
bandwidth requirementsof a classin a hierarchy, to include fairness,which
is important for the integration of real-time and hierarchical link-sharing
services. The resulting Fair ServiceCurve link-sharing model formalizes
the goalsof link-sharing, real-time and priority servicesand exposeshe
fundamental tradeoffs betweenthesegoals. In particular, with decoupled
delay and bandwidth allocation, it is impossibleto simultaneouslyprovide
guaranteedreal-time serviceand achieveperfect link-sharing. We propose
a novel schedulingalgorithm called Hierar chical Fair Service Curve (H-
FSC) that approximatesthe model closelyand efficiently. The algorithm
alwaysguaranteesthe servicecurves of leaf classesthus ensuresreal-time
and priority serviceswhile minimizing the discrepancybetweenthe actual
servicesprovided to and the servicesdefined by the Fair Service Curve
link-sharing model for the interior classes.We have implemented the H-
FSC schedulerin NetBSD By performing simulation and measuement
experiments, we evaluate the link-sharing and real-time performancesof
H-FSC, and determine the computation overhead.

|. INTRODUCTION

Emeging integratedservicesnetworkswill supportapplica-
tions with diverseperformanceobjectives and traffic charac-
teristics. While most of the previous researchon integrated
servicemnetworkshasfocusedon guaranteein@oS,especially
the real-timerequirementfor eachindividual sessionseveral
recentworks[1], [7], [15] have aguedthatit is alsoimportant
to supporthierarchicalink-sharingservice.

In hierarchicalink-sharing,thereis a classhierarchyassoci-
atedwith eachlink that specifieghe resourceallocationpolicy
for thelink. A classrepresentatraffic streanmor someaggreate
of traffic streamghataregroupedaccordingo administratveaf-
filiation, protocol,traffic type,or othercriteria. Figurel shovs
an example classhierarchyfor a 45 Mbps link thatis shared
by two organizationsCarngie Mellon University (CMU) and
Universityof Pittsturgh (U. Pitt). Below eachof thetwo organi-
zationclassesthereareclassegroupedbasedon traffic types.
Eachclassis associatedvith its resourcerequirementsin this
case,a bandwidth,which is the minimum amountof service
thatthetraffic of the classshouldreceve whenthereis enough
demand.

Thereare several importantgoalsthat the hierarchicallink-
sharingserviceis aimedto achieve. First, eachclassshould
receve acertainminimumamounif resourcef thereis enough
demand.In the example,CMU'’s traffic shouldreceve at least
25Mbpsof bandwidthduringaperiodwhentheaggreatetraffic
from CMU hasahigherarrivalrate.Similarly, if thereisresource
contentiorbetweertraffic classesvithin CMU, thevideotraffic
shouldgetat least10 Mbps. In the casewherethereare only
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audioandvideostreamdrom CMU, theaudioandvideotraffic
shouldreceve all the bandwidththat is allocatedto CMU (25
Mbps)if thedemands high enough.Thatis, if acertaintraffic
classfrom CMU doesnot have enoughtraffic to fully utilize
its minimum guaranteedandwidth,other traffic classedrom
CMU have precedenceo usethis excesshandwidthover traffic
classedrom U. Pitt. While the above policy specifieghatthe
CMU audio andvideo traffic classeshave priority to useary
excessbandwidthunusedby the datatraffic, thereis still the
issueof how the excessbandwidthis distributed betweenthe
audioandvideotraffic classesThe secondjoal of hierarchical
link-sharingserviceis thento have a properpolicy to distribute
theexcesshandwidthunusedy a classto its sibling classes.

In additionto thetwo goalsmentionedabore, it is alsoimpor-
tantto supportreal-timeandpriority serviceswithin the frame-
work of hierarchicalink-sharing. Sincereal-timeserviceguar
anteesQoS on a per sessiorbasis,a naturalway to integrate
real-timeandhierarchicalink-sharingservicess to have asep-
arateleaf classfor eachreal-timesession.In the example,the
CMU Distinguished_ecturevideoandaudioclassesiretwo leaf
classeghat correspondo real-timesessionsFinally, it is also
importantto supporfpriority servicein thesensehatdelay(both
averagedelay and delay bound)and bandwidthallocationare
decoupled.For example,even thoughthe CMU Distinguished
Lecturevideo and audio classeshave differentbandwidthre-
guirementsit is desirablgo provide the sameow delaybound
for both classes.Decouplingthe delay and bandwidthalloca-
tion is alsodesirableor interior or leaf classeghatcorrespond
to traffic aggreates. For example,onemay wantto provide a
loweraveragedelayfor packetsn CMU’saudiotraffic clasghan
thosein CMU’ sdatatraffic class.

A numberof algorithmshave beenproposedo supporthier-
archicallink-sharing real-time,andpriority services However,
asdiscussedn SectionVIl, they all suffer from importantlimi-
tations. Thefundamentaproblemis thatwith all threeservices,
multiple requirementsieedto be satisfiedsimultaneously In
somecaseghis is impossibleto achieve dueto conflicting re-
guirements.This problemis exacerbatedy the fact thatthere
is no formal definitionof ahierarchicalink-sharingservicethat
specifiezall theserequirements.

In this papey we consideranidealmodel,calledFair Service
Curve (FSC)link-sharing,that preciselydefinesall the impor-
tant performancegoals of real-time, hierarchicallink-sharing,
andpriority services.Thebasicbuilding block of theframewvork
is the conceptof servicecurve, which definesa generalQoS
modeltaking into accountboth bandwidthand priority (delay)
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requirementsin this architecturegachclassin the hierarchyis

associatedvith a servicecurve. Theideal Fair ServiceCurve
link-sharing model requiresthat (a) the servicecurwves of all

classesn the hierarchyare simultaneoushguaranteedand(b)

the excessbandwidthunusedy a classis distributedto its sib-

ling classedairly. Sincethe servicecurvesof all classesare
guaranteedimultaneouslythe QoSof individual sessiongleaf
classesn thehierarchy)andtraffic aggreateqinteriorandpos-
sibly leaf classedn the hierarchy)are satisfied. In addition,
delay and bandwidthallocationcan be decoupledby choosing
servicecurvesof differentshapes.Therefore the Fair Service
Curwve link-sharingmodelgivesa precisedefinition of a service
that satisfiesall the importantgoalsof link-sharing,real-time,
andpriority services.

Unfortunately aswe will shav in the papey the idealmodel
cannoberealizedatall timeinstancesin spiteof this,themodel
senestwo importantpurposes.First, unlike previous models,
thenew modelexplicitly defineghesituationswhereall perfor
mancegoalscannotbe simultaneouslysatisfied thusexposing
thefundamentalradeofs amongconflictingperformanceoals.
Second,the model senes as an ideal target that a scheduling
algorithmshouldapproximateascloselyaspossible.

With the ideal servicemodel definedand the fundamental
tradeofs exposedwe proposeanalgorithmcalledHierarchical
Fair ServiceCurve (H-FSC) that achieves the following three
goals:

« guarante¢heservicecurvesof all leaf classes,

« minimize the short-termdiscrepang betweenthe amount
of servicesprovided to an interior classand the amount
specifiedby the Fair ServiceCurve link-sharingmodel,

« allocate the excess bandwidth to sibling classeswith
boundedairness

Wehave madethearchitecturdevel decisiorthatwhenaerthere
is a conflict betweerperformanceoals,the performanceyuar
anteesof the leaf classedake precedence.We believe this is
theright tradeof asthe performanceof leaf classess directly
relatedto the performanceof individual applications.In partic-
ular, sincea sessioris alwaysa leaf class,guaranteedeal-time

servicexanbeprovidedonapersessiotbasisn thisframevork.

The rest of the paperis organizedas follows. Sectionll
presentsthe Fair Service Curve link-sharing model and dis-
cussedhe fundamentatradeofs in approximatingthis model.
Sectionlll presentour solution, the HierarchicalFair Service
Curve (H-FSC)schedulerfollowedby a discussioron its im-
plementatiorcompleity in SectionlV. We analyzethe delay
andfairnesspropertiesof H-FSCin SectionV, andevaluateits
performancéasedn both simulationandmeasuremerexper
imentsin SectionVI. We discussrelatedwork in SectionVII
andconcludethe paperin SectionVIII.

Il. FAIR SERVICE CURVE LINK-SHARING MODEL

In this section,we first definethe servicecurve QoS model
andmotivatethe advantageof usingnon-linearservicecurve to
decoupledelayand bandwidthallocation. We thenextend the
conceptof fairnessto servicecurve basedschedulers.Finally,
we presentheideal Fair ServiceCurwve link-sharingmodeland
discusghefundamentatradeofs involvedin designingasched-
uler thatapproximateshis model.

A. ServiceCurveBasedQoSModel

Asdiscusseth Sectionl, we usetheservicecurveabstraction
proposedby Cruz [4], [5] asthe building block to definethe
idealizedlink-sharingmodel.

A session: is saidto be guaranteedh servicecurve S;(-),
where S;(-) is a non-decreasindunction, if for ary time ¢,
whensession is backloggedthereexistsatimet; < ¢, which
is the beginning of one of session’s backloggedberiods(not
necessarilyncludingt,), suchthatthefollowing holds

Si(t2 —t1) < wi(t1,t2), 1)
wherew; (t1,12) is theamountof servicereceved by sessiori
duringthetime interval (1, t2]. For packetsystemswe restrict
t, to be packetdeparturgimes. A servicecurve is saidto be
convex if its secondderivative is non-ngative andis not the
constanfunctionzero,andit is saidto beconcavef its second
derivative is non-positveandis not the constanfunctionzero.

In thecasein which theservers servicecurve is notconcae,
onealgorithmthat supportsservicecurve guaranteess Service
Curwve EarliestDeadlinefirst (SCED)[14]. With SCED,adead-
line is computedfor eachpacketusing a per sessiondeadline
cune D; andpacketsaretransmittedn increasingorderof their
deadlines.The deadlinecurve D; is computedsuchthatin an
idealizedfluid system,session’s servicecurwe is guaranteed
if by ary time ¢t whensession: is backloggedat leastD; ()
amountof serviceis providedto session. BasedonEqg. (1), it
followsthat

Di(t) = min (Si(t—t1) + wi(t1)),

tleB,(t)

(2)

where B; (t) is the setof all time instancesno larger thant,
when sessioni becomesbacklogged.and w;(t1) = w;(0,t1)
is the total amountof servicesessioni hasreceved by time
t1. This givesthefollowing iterative algorithmto computeD;.
When sessioni becomedackloggedfor the first time, D; is
initialized to i's servicecurve S;(-). Subsequentlywheneer
session becomesackloggedagainattime «f (the beginning



of session’s k-th backloggegeriod)afteranidling period,D;
is updatedaccordingo thefollowing:

D;(af;t) = min(D;(af %), Si(t — af ) + wi(af)),
t>af.

3)

Thereasorfor which D; is definedonly for ¢t > af is thatthis
is the only portionthatis usedfor subsequendeadlinecompu-
tations. Since D; may not be aninjection, its inversefunction
may not beuniquelydefined.Here,we defineD; *(a¥; y) to be
thesmalleswaluex suchthatD;(a¥; z) = y. Basedon D;, the
deadlindfor a packetof lengthl; attheheadof session’squeue
canbe computedasfollows
d; = Dl-_l(af; wi(t) + ). (4)

The guaranteespecifiedby servicecurvesarequite general.
For example,theguaranteeprovidedby Virtual Clockandvar
iousFair Queueingalgorithmscanbespecifiedy linearservice
curveswith zerooffsets!. Sincealinearservicecurweis charac-
terizedby only oneparametertheslopeor theguaranteetdand-
width for the sessionthe delayrequirementannotbe specified
separately As a consequencesven thoughdelay boundscan
be provided by algorithmsguaranteeindinear servicecurves,
thereis a coupling betweenthe guaranteedielay bound and
bandwidth whichresultsin inflexible resourceallocation. With
non-linearservicecurves, both delay andbandwidthallocation
aretakeninto accountin anintegratedfashion yettheallocation
policiesfor thesetwo resourcesre decoupled.This increases
theresourcenanagemernttexibility andtheresourcautilization
insidethe network.

Toillustratetheadwantageof decouplinglelayandbandwidth
allocationwith non-linearservicecurves,considerthe example
in Figure2, wherea videoanda FTP sessiorsharea 10 Mbps
link sened by a SCED scheduler Let the video sourcesends
30 8KB framesper second,which correspondgo a required
bandwidthof 2 Mbps. The remaining8 Mbpsis resered by
a continuouslybacklogged=TP session.For simplicity, let all
packetdeof size8 KB. Thus,it takesoughly6.5msto transmit
a packet. Let bothvideoandFTP sessionde active attime 0.
Then the sessions'deadlinecurves D; are the sameas their
servicecurves S;(-). First, considerthe casein Figure 2(a)
where linear servicecurwes are usedto specify the sessions’
requirementsThearrival curve 4;(-) representthe cumulative
numberof bits receved by sessioni. The deadlineof a packet
of session: arriving at time u is computedasthe time ¢ such
that S;(¢) equalsA;(u). As canbe seenthe deadlinesof the
video packetsoccur every 33 ms, while the deadlinesof the
FTP packetsoccur every 8.2 ms. This resultsin a delay of
approximately26 msfor avideopacket.In the secondscenario
asillustratedin Figure2(b),we usetwo piece-wisdinearservice
cunesfor characterizinghe sessionstequirementsThe slope
of the first sgmentof the video sessiors servicecurwe is 6.6
Mbps, while the slopeof the secondsegmentis 2 Mbps. The
inflectionpointoccursat10ms. TheFTPsessiorsservicecurve
is chosersuchthattheentireremainingcapacityis used.As can

lin theory Fair Queueingand its correspondingluid algorithm GPS can
supportmoregeneralkservicecurvesthanlinear curves[12], [19]. However, in
practice sucharesourceassignmerttasanumberof limitations. SeeSectionvil
for adetaileddiscussion.

be seenthedelayof ary videopacketis no morethan10 msin
this case.lt is importantto notethatthereductionin the delay
for video packetsdoesnot comefor free, thatis, the delayfor
FTPpacketsncreasesonsequentlyHowever, thisis acceptable
sincethroughputatherthanperpacketelayis importantto the
FTPsession.

While in theoryary non-decreasinfunctioncanbeusedasa
servicecurve, in practiceonly linear or piece-wisdinear func-
tionsareusedfor simplicity. In generalaconcae servicecurve
resultsn aloweraverageandworstcasalelayfor asessiorthana
linearor corvex servicecurve with the sameguaranteedsymp-
totic rate. However, it is impossibleto have concae service
cunesfor all sessionsandstill reachhigh averageutilization.
This is easyto understandspriority is relative andit is impos-
sible to give all sessionsigh priority (low delay). Formally,
the SCEDalgorithmcanguaranteall the servicecurvesif and
onlyif >, Si(t) < S(t) holdsfor ary ¢ > 0, whereS(t) is the
amounbf servicethesener providesby timet. Thatis, thesum
of the servicecurvesover all sessionshouldbe no morethan
thesener’s servicecune.

B. ServiceCurveandFairness

Whiletheservicecurweis very generain specifyingthe mini-
mumamountof service(in termsof bandwidthanddelay)guar
anteedo a sessioror a class,it doesnot specifyhow theexcess
service,which is the extra capacityof the sener beyond what
is neededo guaranteahe servicecurvesof all active sessions,
shouldbedistributed. It is possibleto have differentscheduling
algorithmsthat provide the sameservicecurve guaranteegut
usedifferentpoliciesfor distributing excessservice.For exam-
ple, while Virtual Clock and WeightedFair Queueing(WFQ)
canprovide identicallinearservicecurve guaranteeshey have
differentfairnesgproperties.n particular with Virtual Clock, it
is possiblethata sessiordoesnotreceve servicefor anarbitrar
ily long periodbecauseét receved excessservicein a previous
time period. Onthecontrary the maximumperiodthatanactive
sessiordoesnotreceve servicein aWFQ seneris bounded.

While fairnesspropertieshave beenextensvely studiedfor
schedulingalgorithmsthat only usesessionstatesas parame-
ters,andthereareseveralformal definitionsof fairness suchas
the relative fairnessgiven by Golestani[9] andthe worst-case
fairnesggivenby BennettandZhang[2], it is unclearwhatfair-
nessmeansaandwhy it is importantin the context of scheduling
algorithmsthatdecouplehedelayandbandwidthallocation.In
this sectionwe discusghe semantic®f fairnesspropertiesand
amguethatfairnessis importanteven for schedulingalgorithms
that provide performanceguaranteedy decouplingthe delay
and bandwidthallocation. We then give a simple exampleto
illustratethat SCEDis anunfair algorithm,but canbe extended
to befair.

There are two aspectsof the fairnessproperty that are of
interest: (1) the policy of distributing excessserviceto eachof
thecurrentlyactive sessionsand(2) whetherandto whatextent
asessiomreceving excessservicein aprevioustime periodwill
be penalizedater.

For rate-proportionaschedulingalgorithms,a perfectlyfair
algorithmdistributesthe excessserviceto all backloggedses-
sionsproportionalto their minimum guaranteedates. In addi-
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Fig. 2. Anexampleillustrating the benefitsof delay-bandwidttdecoupling. Thevideosessiomequiresa bandwidthof 2 MBpsand hasa delaytargetof 10 ms.
TheFTP sessiorrequires8 Mbps. Thetotal capacityof thelink is 10 Mbps. (a) Theservicecurvesandthe resultingschedulevhenonly bandwidthis usedto
specifythe sessionstequirements Thedelayof thevideopadketsis over26 ms. (b) Theservicecurvesandtheresultingschedulevhendelayand bandwidth
are both specifiedor eachsessionThedelayof thevideopadetsis nowlessthan10 ms.

tion, it doesnot punisha sessiorfor receving excessservicein
aprevioustime period. GeneralizedProcessoBharing(GPS)is
suchanidealizedfair algorithm.

For schedulingalgorithmsbasedon generakervicecurves,a
fair algorithmshould(a) distributethe excessserviceaccording
to awell definedpolicy, and(b) not penalizea sessiorthatuses
excessservice.Thoughthesdwo aspectofthefairnesproperty
are usuallyconsideredogetherin a formal fairnessdefinition,
they are actually orthogonalissues. In this papey we simply
distributethe excessserviceaccordingto the servicecunes. It
is the secondaspecif the fairnessproperty i.e., a sessiorthat
recevesexcessservicein a previoustime periodshouldnot be
penalizedthatwe would like to emphasizén this paper

Therearetwo reasonsvhy it is importantto have sucha fair
scheduler First, the main motivation of link-sharingserviceis
thedynamicsharingof resourcesmongapplicationsvithin one
ancestorclass. Suchdynamicresourcesharingis only mean-
ingful if someapplicationsin the classare adaptive— that is,
duringcertainperiodsthey areableto sendmorethantheirmin-
imum guaranteedandwidth.We believe thattakingadwantage
of the excessservicein the context of hierarchicalsharingis
a part of the link-sharingservice,andthe applicationsshould
not be punished.Furthermoregvenin a networkthat supports
guaranteesdt is still desirableto let applicationgo statistically
sharethefractionof resourceshatareeithernotreseredand/or
not currently being used. We believe, when coupledwith the
right pricing model,a fair scheduleteadsto higherapplication
performanceaandlower call blockingrateasit encouragefliexi-

ble applicationgo resere lessresourcesFor example,avideo
applicationrmaychoosdo makeresenationonly for its minimal
transmissiorguality and usethe excessserviceto increasets
quality. In a systemwhich penalizesa sessiorfor usingexcess
service suchanadaptve applicationrunstherisk of notrecev-
ing its minimumbandwidthif it usesexcessservice.As aresult
the applicationmay simply chooseto resere moreresources,
ratherthanalwaystransmittingat its minimal quality. Second,
fairnessis alsoimportantwhenwe wantto constructa hierar
chical scheduletto supporthierarchicallink-sharing. In [1], it
hasbeenshowvn that the accurag of link-sharingprovided by
HierarchicalPacketFair Queueing(H-PFQ)is closelytied to
thefairnesspropertyof PFQsener nodesusedto constructhe
H-PFQscheduler

While theSCEDalgorithmcanguaranteall theservicecurves
simultaneoushaslong asthe sener’s servicecurve is not con-
cave, it doesnot have thefairnessproperty Considetthe exam-
ple shovnin Figure3(a). Sessiorl and2 have two-piecelinear
servicecurvesSi(-) andSa(-), respectrely, where

at, ft<T
Si(t) = { Bt, ift>T (5)
and
B, ift<T
S2(t) = { at, ift>T ©

In addition,letthesenerratebeone,andassumehefollowings
hold: o < 3, 1.e.,51(-) iscorvex andS>(-) is concae; a + § <
1, i.e., both servicecurves canbe guaranteedy using SCED;
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Fig. 3. Anexampleillustrating the“punishment” of a sessiorunderSCED:(a) the sessionsservicecurves.(b) sessiorl is theonly activesessiorduring (0, ¢o].
(c) sessiorl doesnotreceiveanyserviceduring (to, t1], after sessior2 becomesictiveat ¢o. (d) A modifiedversionof SCEDthat tries notto penalizesession

1 atall, but violatessessior®2's servicecurve.

and2g > 1,i.e.,it is not possibleto guarante¢he peakratesof
bothsessionsimultaneously

For simplicity, assumethat the packetsare of unit length,
andonceasessiorbecomesctieit remaincontinuouslback-
logged.Undertheseassumptionghedeadlineof thek-th packet
of session underSCEDis simply S, (k) + ti, wheret! is the
time whensession becomesctive. Similarly, the deadlineof
the last packetof session that hasbeentransmittedby time ¢
(t > ti)is S;t(w;(tl,t)) + ti. Notethatsincesession is not
activeuntil ¢, wehavew; (t) = w; (0, %) +w; (t:, 1) = w; (¢, 1).

Now considetthescenaridn which sessiorl becomesctive
attime 0 andsessior? becomesictive attime ¢tg. Sincesession
1 is the only sessionactive during the time interval (0, ¢, it
recevesall the serviceprovided by the sener, i.e., w1(t) = ¢,
forary 0 < ¢ < to (seeFigure3(b)). Also, the deadlineof the
last packetof sessiorl thathasbeentransmittedby time ¢g is
ST H(wa(to)) = ST (to).

Next, considetimetowhenthesecongessiobecomesctive
(seeFigure3(c)). Sincethedeadlineof thek-th packebf session
2is Sy (k) +to andpacketsaresenedin theincreasingrderof
theirdeadlinesit followsthataslongassS; * (k) +to < Sy *(to),
only the packetsof sessior? aretransmitted. Thus, sessionl
doesnot receve ary serviceduring the time interval (¢, ¢1],
wheret; is the smallesttime suchthat Sy *(wa(t1)) + to >
51 (to).

As shavn in Figure3(c), for ary time ¢, wi(t) > Si(¢) and
wa(t) > Sa(t — to) hold, i.e., the SCEDalgorithmguarantees
the servicecurvesof both sessions.However, SCED punishes
sessiorR for receving excessserviceduring (0, o] by keeping
it from receving serviceduring (to, t1]. This behaior makest
difficult to use SCEDin a hierarchicalscheduler To seewhy,
considera simple two-level hierarchywherethe bandwidthis
sharedy two classescharacterizethy theservicecurvesS (-),
and Sy(-), respectiely. Then,if oneof classl’s child classes
becomesctiveatsomepointbetweeripandty, it will notreceve
ary servicebeforet;, nomatterhow “important” this sessions!

It is interestingto notethatin a systemwhereall the service
cunesare straightlines passingthroughthe origin, SCEDre-
ducedo thewell-known Virtual Clock discipline. While Virtual
Clock is unfair [12], [20], thereexists algorithms,suchasthe
variousPFQalgorithms thatnot only provide the sameservice
curve guaranteessVirtual Clock but alsoachieve fairness.In
PFQ algorithms,eachsessions associatedvith a virtual time
function that representshe normalizedamountof servicethat
hasbeerrecevedbythesession A PFQalgorithmthenachieves

fairnessby minimizing the differencesamongthe virtual time

functionsof all sessionsSinceVirtual Clockis aspecialcaseof

SCED.,it is naturalto usethe sametransformatiorfor achiezing

fairnessn SCEDwith generalservicecurves. Thisis achiered
by associatingvith eachsessiorageneralizedirtual timefunc-

tion, andservicingthe sessiorthathasthe smallestirtual time.

While we will describehedetailedalgorithmin Sectionlll, we

usethe examplein Figure 3(d) to illustratethe concept. The
mainmodificationto SCEDwould be to useS»(t — dp) instead
of Sa(t—to) in computinghepacketsdeadlinedor sessior?. It

canbeeasilyverifiedthatif S1(t) = rit andS»(t) = rot, where
r1 andr, aretheratesassignedo sessiond and?2 respectiely,

the above algorithm behaes identically to WFQ. Figure 3(d)

shaws the allocationof the servicetime whenthis disciplineis

used.Notethat,unlike the previouscase sessiorl is nolonger
penalizedvhensessior? becomesctie.

In summary fairnesscan be incorporatednto servicecurve
basedschedulersuchthat(a)theexcessservices distributedac-
cordingto theservicecurvesof active sessionsand(b) a session
usingexcessservicewill notbe penalizedater Unfortunately
this doesnot comefor free. As shavn in Figure3(d) theservice
cune of sessior? is violatedimmediatelyafter time ¢o. This
underlinesthe difficulty of simultaneouslachie/ing fairness,
while guaranteeingheservicecurves. In fact,aswe shallseein
thenext section,in generathisis impossible.

C. Fair ServiceCurvelink-SharingModel

Asdiscussedh thebegginningof thepapertheimportantgoals
of hierarchicalink-sharingare: to provide guarantee@oSfor
eachclassto allow priority (decoupledlelayandbandwidthal-
location)amongclassesandto properlydistributeexcessband-
width.

Sincethe servicecurve abstractionprovides a generaldefi-
nition of QoSwith decoupleddelayand bandwidthallocation,
andcanbeextendedo includethefairnesspropertyfor thepur-
poseof excesshandwidthdistribution, it is naturalto useservice
cunesto definetheperformanceoalsof link-sharing,real-time
and priority services. In the Fair ServiceCurwe link-sharing
modelthereis a servicecurwve associateavith ead classin the
link-sharinghierarchy Thegoalis thento (1) satisfytheservice
cunesof all classesimultaneouslyand(2) distributetheexcess
servicefairly asdefinedin Sectionll-B. Notethat(1) is agen-
eralrequirementhat subsume®oth link-sharingandreal-time
performanceyoals. A real-timesessions justaleafclassin the
hierarchyandits performanceavill beautomaticallyguaranteed



i SRoot

() (2)
= ‘@X‘@

|

(@)

(b)

Fig. 4. Anexampleillustrating whyit is not possibleto guaranteehe servicecurvesof all theclassesdn thehierarchy. (a) Thehierarchyand theservicecurvesof
eachclass.(b) Theservicereceivedyy eachsessiorwhensession, 3, and4 becomeactiveat time 0; sessiorl becomesictiveat timeo.

if the Fair ServiceCurwe link-sharingmodelis realized.

Unfortunately with non-linearservicecurves,therearetime
periodswheneither(a)it is notpossibleto guarante¢heservice
cunesof all classespr (b) it is not possibleto simultaneously
guarantedoththe servicecurvesandsatisfythe fairnessprop-
erty.

To seewhy (a) is true, considerthe hierarchyin Figure4(a).
For simplicity, assumehe servicecurve assignedo aninterior
classis the sumof the servicecurvesof all its children. Also,
assumaall sessionare continuouslybackloggedrom time 0O,
exceptsessioril, whichis idle during (0, ¢] andbecomedack-
loggedattimet. During (0,¢], sincesessiorl is not active, its
entire serviceis distributedto sessior? accordingto the link-
sharingsemanticsAt timet, sessiorl becomesctive. In order
to satisfysessiorl's servicecurve, atleastS, (At) serviceneeds
tobeallocatedor sessiord for ary futuretimeinterval (¢, t+At].
However, asshavn in Figure4(b), sincethe sumof all the ser
vice curvesthat needto be satisfiedduring (¢, ¢ + At] is greater
than the sener’s servicecurwe, it is impossibleto satisfy all
the servicecurvessimultaneoushduringthis interval. Sincein
thecontet of service-cure-basedchedulersjecouplingdelay
andbandwidthallocationis equivalentto specifyinganon-linear
servicecurwe, this resulttranslatesnto a fundamentaconflict
betweenlink-sharingandreal-timeservicewhenthe delayand
bandwidthallocationis decoupled.

To seewhy (b) is true,considetheexamplein Figure3 again.
As shavnin Figure3(d), if fairnesds to beprovided,theservice
cune of sessior2 will beviolated,i.e., w,(t) < Sa(t — %), for
some& > tg. Thisisbecausafterty bothsessionseceveservice
atarateproportionalto their slope,andsinceimmediatelyafter
time ¢, their slopesareequal,eachof themis senedatarateof
1/2,whichis smallerthan s, theserviceraterequiredto satisfy
Sa(+).

Thereforetherearetime periodswhentheFair ServiceCurve
link-sharingmodelcannotberealized.In spiteof this,themodel
senestwo purposes First, unlike previous models,this model
explicitly defineghesituationsvhenall performancgoalscan-
not be simultaneoushsatisfied. This exposesthe fundamental
architecturdradeof decisionsonehasto makewith respecto
therelatveimportanceamongheconflictingperformancegoals.
Secondthemodelsenesasanidealtamgetthata schedulingal-

gorithmshouldapproximateascloselyaspossible.We believe

thata scheduleshouldguarante¢he servicecurvesof the leaf

classest all timeswhile minimizing the discrepang between
the actual serviceallocatedto eachinterior classand its fair

serviceaccordingo themodel.

In thissectionwe proposeanewn schedulingalgorithmcalled
HierarchicalFair ServiceCurve (H-FSC)that closelyapproxi-
mategheidealFair ServiceCurvelink-sharingmodelasdefined
in the previoussection.

HIERARCHICAL FAIR SERVICE CURVE (H-FSC)

A. Overviav of the Algorithm

The schedulingn H-FSCis basedon two criteria: the real-
timecriterion thatensuresheservicecurvesof all leafclassesre
guaranteedandthelink-sharingcriterionthataimsto satisfythe
servicecurvesof interior classeandfairly distributethe excess
bandwidth. The real-timecriterionis usedto selectthe packet
only if thereis a potentialdangetthatthe serviceguaranteefor
leafclassesreviolated. Otherwisethelink-sharingcriterionis
used.Sucha policy ensureshe servicecurve guaranteefor the
leaf classewvhile at the sametime minimizing the discrepang
betweertheactualservicesecevedby interiorclasseandthose
definedby the ideal Fair ServiceCurwve link-sharingmodel.

In H-FSC eacHeafclass maintainsatriplet (¢; , d;, v;), while
eachinterior classi maintainsonly the parametew;. ¢; andd;
representhe eligible time andthe deadlineassociatedavith the
packetat the headof classi’s queue,andw; is thevirtual time
associateavith classi. Thedeadlinesaareassigneduchthatif
thedeadline®f all packetof asessioraremet,its servicecurve
is guaranteedTheeligible timesareusedto arbitratewhich one
of thetwo schedulingriteriato usefor selectinghenext packet.
The packetat the headof session’s queueis saidto beeligible
if e; <t,wheret isthecurrenttime. Eligible timessignalwhen
thereis a potentialconflict betweenrlink-sharingand real-time
goals. Whenthereareeligible packetsn the systemthereis a
non-zeroprobability that the deadlineof at leastone packetis
violatedif the link-sharinginsteadof the real-timecriterionis
used.Sincethereal-timegoalis moreimportantwhen&erthere
are eligible packets.the algorithm usesthe real-timecriterion
to selectamongall eligible packetsthe one with the smallest



receivepackef(i, p) /+ session hasreceivecpadketp */
enqueuéqueue;, p);
if (not active(i)) /i waspassivex/
update_ed(z, null, p); /* updateE;, D;, compute:;, d; */
update.v(i, p); /* updateV;, its ancestorscomputey; */
setactive(s); /* marki andits ancestorsactivex/

getpacket() /+ getnext paketto sendx/
if (not active(root))return;
/* selectby real-timecriterion */
i = ming; {j | leaf(j) A active(j) A (e; < current_time)};
if (existgz))
p =dequeudqueue;);
update.v(i, p); /* updatevirtual time x /
if (not empty (queue;))
update_ed(i, p, head(queue;));
else
setpassivei); /+ marki andits ancestorpassivex/
else/x selectactivesessiorby link-sharingcriterion /
1 = root;
while (not empty(ActiveChilden(s)))
i = min,,{j € ActiveChildren(1)},
p =dequeudqueue;);
update.v(i, p)
if (not empty(queue;))
update d(i, p, head(queue;)) /* updated; only */
else
setpassivei); /+ mark: andits ancestorpassivex/
send packet(p);

Fig. 5. The Hierarchical Fair ServiceCurve (H-FSC) algorithm. There-
ceivepacketfunctionis executedverytimeapadetarrives;theget packet
functionis executedeverytime a padetdepartsto selectthenext pacetto
send.

deadline.At ary giventimewhenthereis no eligible packetthe
algorithmappliesthelink-sharingcriterion recursvely, starting
from therootandstoppingat aleaf class selectingateachlevel
the classwith the smallestvirtual time. While deadlineand
eligibletimesareassociatednly with leaf classesyirtual times
areassociatedvith both interior and leaf classes. The virtual
time of a classrepresentshe normalizedamountof servicethat
hasbeenreceved by the class. In a perfectlyfair system,the
virtual times of all active sibling classesat eachlevel in the
hierarchyshouldbeidentical. The objectie of thelink-sharing
criterionis thento minimize the discrepanciebetweervirtual
timesof sibling classes.The pseudacodeof H-FSCis givenin
Figure5. A leafclassis saidto be activeif it hasat leastone
packetenqueuedAn interior classis activeif atleastoneof the
leafclasseamongits descendents active. Otherwiseaclassis
saidto bepassive In computingtheeligible time, the deadline,
and the virtual time, the algorithm usesthree curves, one for
eachparameter:ithe eligible curve E;, the deadlinecurve D; ,
andthe virtual curve V;. The exactalgorithmsto updatethese
cunesarepresentedn Sectiondll-B andlll-C.

There are several notevorthy points about this algorithm.
First, while H-FSCneeddo usetwo packetselectioncriteriato
supportlink-sharingandreal-timeservicesHierarchicalPacket
Fair QueueingH-PFQ)[1] selectgpacketssolely basedon the

link-sharingcriterion, andyet, it cansupportboth link-sharing
andreal-timeservices.This is becauséd-PFQguaranteesnly
linear servicecurwes, andit is feasibleto guaranteall linear
servicecurvessimultaneouslyn a classhierarchy In contrast,
H-FSC supportspriority, i.e., decoupleddelay and bandwidth
allocation, by guaranteeingion-linearservicecurves. As we
have shavn in Sectionll, it is in generainfeasibleto guarantee
all non-linearservicecurvessimultaneouslyn a classhierarchy
ConsequentlyH-FSCusestwo separateriteriafor eachof the
link-sharingandreal-timegoals,andemploysthe mechanisnof
eligible time to determinewhich criterionto use. Secondthe
algorithmusesthreetypesof time parameter:deadline,eligi-
ble time, andvirtual time. While leaf classesnaintainall three
parametersthe interior classegnaintainonly the virtual time
parameterThisis becauseleadlinesandeligible timesareused
for the purposeof guaranteeinghe servicecurves,andH-FSC
providesservicecurve guaranteesnly for leaf classes.On the
otherhand virtual timesareusedfor the purposeof hierarchical
link-sharingthatinvolvesthe entirehierarchy andthereforeare
maintainedoy all classesn thehierarchy Notethatalthoughin
H-FSCvirtual timesarecomputedasecdn the classesservice
cunesto achieve fairnessandhierarchicalink-sharing,H-FSC
canpotentiallyuseotherpoliciesto distributetheexcessservice.
We choosédo usethesamecurve for boththereal-timeandlink-
sharingpoliciesfor its simplicity. The sametradeof wasmade
by mary of the previous fair queueingalgorithms[2], [6], [9],
[11], [13]. A third pointto noticeis thatwhile all threeparame-
tersaretime valuesthey aremeasuredvith respecto different
clocks. Deadlinesandeligible timesaremeasuredh wall-clcok
time. In contrastthe virtual time of a classis measuredvith
respecto the total amountof servicereceved by the classand
soonly therelative differencedetweervirtual timesof sibling
classeareimportant.

Finally, in additionto the advantageof decouplingdelayand
bandwidthallocationby supportingnon-linearservicecurves,
H-FSCprovidestighterdelayboundghanH-PFQevenfor class
hierarchiesvith only linearservicecurves. Thekey obsenation
is thatin H-PFQ,packetschedulings solelybasedon thelink-
sharingcriterion, which needsto go recursvely from the root
classto aleaf classwhenselectinghe next packetfor transmis-
sion. The net effect is thatthe delayboundprovidedto a leaf
classincreasesvith thedepthof theleafin the hierarchy[1]. In
contrastjn H-FSC,thedelayboundof aleafclassis determined
by thereal-timecriterion,which considernly theleaf classes.
Thereforethedelayboundis independentf theclasshierarchy

B. DeadlineandEligible Time

In this sectionwe presenthealgorithmto computethedead-
line andtheeligible time for eachleaf class.

For eachleaf classi, thealgorithmmaintaingwo curves,one
for eachtime parameter:the eligible curve E;(a¥;-) andthe
deadlinecurve D;(af; -), wherea? representshe beginning of
the k-th active (backlogged)period of classi. In addition, it
keepsa variablec;, which is incrementedy the packetlength
eachtimeaclass packeis selectedisingthereal-timecriterion.
Thus ¢; representghe total amountof servicethat the class
hasreceved whenselectedunderthe real-timecriterion. Like
SCED,the deadlinecurve D; (a¥; -) is initialized to its service



update_ed(i, p, next_p)
static a;
if (not active(z))
/* session becomesictivex/
a = current_time;
update.DC(i, a); /* updatedeadlinecurve D; (Eq. (7)) x/
update_EC(i, a); /+ updateeligible curve E; (Eq. (11)) x/
if (p! = null)
¢; = ¢; + length(p);
/* updatedeadline(Eq. (4)) /
d; = Di_l(a; ¢ + length(next_p));
e; = E7a; ¢;); /+ updateeligible timex /

(a)
update d(, p, next_p)

d; = Di_l(a; ¢; — length(p) + length(nexzt_p));
(b)
Fig. 6. (a) Thefunctionwhich updatesthe deadlineand the eligible curves,

andcomputeshedeadlineandtheeligibletimefor eachleafclass(session).
Notethat the eligible and the deadlinecurvesare updatedonly whenthe
sessiorbecomesctive. (b) Thefunctionwhichupdateshe deadlinewhen
the sessiorhasbeenservedby the link-sharingcriterion. Thisis because
the newpadketat the headof the queuemayhavea differentlength.

curve S;(-), andis updatedeachtime session’ becomesactive
attime af accordingo
Di(af;t) = min(D;(a =% 1), Si(t — af) + ci(af)),
t>af.  (7)

Herewe usec; (a¥) to denotethetotal servicé receiedby class
i by thereal- t|mecr|ter|0natt|me a¥. Sincec; doesnotchange
whenasessionmecevesservicevia thelink-sharingcriterion,the
deadlinef future packetsarenot affected(seeFigure6). This
is the essencef the “non-punishment’aspectof the fairness
property

While deadlinesare usedto guaranteeservicecurvesof leaf
classesgligible times are usedto arbitratewhich one of the
two schedulingcriteria is usedto choosethe next packetfor
service. The key obsenation is that with non-linearservice
cunes, sometimest is not possibleto achieve perfect link-
sharingand guaranteall servicecurvesat the sametime. A
typicalsituationis whenasession with aconcae servicecurve
becomesctive at a¥, joining sessionshathave corvex service
curves. Before sessioni joins, the other sessiongeceve the
excessservice but theirdeadlinecurvesarenot updated When
session becomesactive, if the sumof the slopesof all active
sessionseadlinecurvesattimet islargerthanthesener’srate,
it is impossibleto satisfythe servicecurvesof all sessions.

The only solutionis to have the sener allocates‘enough”
servicein adwanceto active sessiondy the real-timecriterion,
suchthatthesener hassufiicient capacityto satisfythe service
curvesof all sessionsvhennew sessiondecomeactive. How-
ever, when&er a packetis sened usingthe real-timecriterion
despiteanothempackethaving a smallervirtual time, thereis a
departurdrom theideallink-sharingdistribution. Thereforeto

2NotethatEq. (7) is thesameasEq. (3), exceptthatc; is usedinsteadof w;.

minimize the deviation from the ideal FSClink-sharingmodel,
we wantto sene packetaisingthereal-timecriteriononlywhen
thereis a dangerof violating the guarantee$or leaf classesn
thefuture.

In H-FSCeligibletimesareusedto arbitratewhich oneof the
two schedulingcriteriais to beappliedto selecthenext packet.
To give moreinsight on the conceptof eligibility, let £(¢) be
the minimumamountof servicethatall active sessionshould
receve by timet, suchthatirrespectve of thearrival traffic, the
aggrgateservicetime requiredby all sessiongluringary future
timeinterval (¢, t'] cannotexceedR x (t' — t), whereR is the
sener capacity Note thatthis is a necessargondition: if the
activesessionslonotreceve atleastE (t) serviceby timet, then
thereexistsa scenaridn which the servicecurve of atleastone
sessiorwill beviolatedin thefuture. Intuitively, theworstcase
scenariooccurswhenall session@re continuouslyactive after
time ¢t [18]. Becausehe aborve conditionholdsfor ary future
timet’, we have

E(t) = E Di(a;;t) 8
i€ A(t)
max( E i(ai; 1) — Di(ai;t))
PEA(t
+ Z Di(t;t)) — Rx (' — 1))
1€P(t)

whereq; representthelasttime, nolargerthant, whensession
i becameactive, A(t) denoteghe setof active sessionsittime
t, P(t) denoteshe setof passie sessionat time ¢, and [z]*
denotesmaxz,0). The abore equationreadsasfollows. In
theworst case all active sessiongontinueto remainactive up
to time ¢/, andall passve sessiondecomemmediatelyactive
attime ¢ andremainactive duringthe entireinterval (¢,¢']. As
a result,the maximumamountof servicerequiredover the in-
tenval (¢,t'] by the sessionghat arealreadyactive at time ¢ is
Yieaq)(Dilai; t') — Di(ag; 1)), while themaximumamountof
servicerequiredby thesessionshatarepassie uptotimet over
thesamadntervalis Ziep(t) (Di(t;t')— Dj(t;)). Sinceall ses-
sionstogethercanreceve atmostR x (¢’ — t) of serviceduring
theinterval (¢, '], andsinceby time ¢ theactive sessionshould
have recevedatleast) ;¢ 4,y Di(as; ) in orderto satisfytheir
servicecurves,the above equatiorfollows.

Thus, E(t) representshe minimum amountof servicethat
shouldbe allocatedto the active sessiondy time ¢ using the
real-timecriterionin orderto guarante¢he servicecurvesof all
sessionsn the future. The remaining(excess)servicecanbe
allocatedby the link-sharingcriterion. Furthermorejt canbe
shavn thatthe SCEDalgorithmis optimalin thesensehatit can
guarantegheservicecurvesof all session$y allocatingexactly
E(t) of serviceto the active sessiondy time ¢. A possible
algorithmwould thenbe simply to allocate £ (¢) of serviceto
active sessiondy the real-time criterion, and redistritute the
excessserviceaccordingo thelink-sharingcriterion. Themajor
challengen implementingsuchanalgorithmis computingZ (¢)
efficiently. Unfortunately this is difficult for several reasons.
First,asshavnin Eq.(8), E£(t) dependsiotonly onthedeadline
curvesof the active sessionsbut alsoon the deadlinecurvesof



the passve ones.Sinceaccordingo Eq. (7), thedeadlinecurve
of a sessiondependson the time when the sessionbecomes
active, thismeanghatwe needo keeptrackof all thesepossible
changeswhich in theworstcaseis proportionalto the number
of sessions.Secondevenif all deadlinecurvesaretwo-piece
linear, theresultingcurve E(t) canben piece-wisdinear, which
is difficult to maintainandimplementefficiently. Thereforewe
choosedotradecompleity for accurag, by overestimating® ().
The first stepin the approximationis to notethat if session
becomesctive attime ¢, we have (seekq. (7)):

D;(t;t") — Di(t;t) < Si(t' —¢), ' >t 9)
By usingthis inequalityandthefactthat} ", S;(t) < R x t, for
ary t, thebelow derivationfrom Eq. (8) follows

E@t)= Y Dj(a;t)
i€A(t)
max Y (Dilai;t') = Dy(aist)) (10)
1€A(t)
+ Z Di(t:t)) = Rx (' —t))]*
1€P(t)
< Y Difaist) + [max Z i(ai;t') — Di(ai;t))
i€A(t) iEA(t
+ Y0 St -1 x (t' —t))]
1€P(t)
< Y. Dilast) + [max Z i(ait') — Di(ai;t))
i1€A(L) tEA(t
+ 2 St Z Sit' = )]t
1€P(t) 1EA(t)UP(t)
= > Di(aist) max( Z i(ai;t') — Di(ai;t)
i1€A(t) iEA(t
=Si(t" =)
< Y (Difast) + [max(D;(aist') — Difas;t)
oA t'>t
=Si(t" = 1))]*).
Finally, we definethe sessiors eligible curve to be
Ei(ai;t) = Di(ai;t) + [maxX(Di(ai;t') — Diai; )
=St =)t t>a;, (11)

where again a; representghe time when sessioni becomes
active. The eligible curve E;(a;;t) determineghe maximum
amountof servicereceved by session at time ¢ by the real-
time criterion,whensession is continuoushjbackloggediuring
(ai,t]. Since) ;¢ 4 Lilaist) > E(t), we have a sufficient
condition. £;(+; -) isupdatedaverytimesessiori becomesictive
by thefunctionupdate EC accordingo Eq.(11) (seeFigure6).
It is importantto note that even thoughthe formula, which is
applicableto algorithmswith servicecurvesof arbitraryshapes
looks complicatedthe eligible curvesare actually quite simple
to computein the specificcaseshat we areinterestedn. For
example,for asessiorwith aconcae servicecurve theeligible
cune is the sameasthe deadlinecurve. Intuitively thisis easy

update.v(i, p)
static a;
n = parent(s);
if (not active(z))
a = current_time; /*classi becomesctivex/
Vi = maJ:(vZ, v ) /* U (miniEActiveChildren(n) (UZ) +
marzEActweChzldren(n)(UZ))/Z */
update_VC(7); /* updateeligible curveV; by Eq. (12) */
if (active(n))
return;
else/xclassi is alreadyactivex/
w; = w; + length(p);
v = Vi a; wy);
if (n # ROOT)
update.v(n, p);

Fig. 7. Thefunctionwhichupdateghevirtual time curvesandthevirtual times
in H-FSC.

to understanésthe minimumserviceraterequiredby a session
with aconcae servicecurve will notincreasen thefuture,thus

thereis no needto provide future servicefor it. Similarly, for a

sessiorwith atwo-piecdinearcorvex servicecur\e (first slope
o, secondslopef, wheref > «), theeligible curweis thelinear

cune with the slopeof 3.

C. Virtual Time

The concepof virtual time wasfirst proposedn the context
of PacketFair Queueing(PFQ) and Hierarchical Packet Fair
Queueing(H-PFQ) algorithmsto achieve fairness,real-time,
and hierarchicallink-sharing. In H-FSC,we usea generalized
versionof virtual time to achieve hierarchicalink-sharing.

EachFair Queueingalgorithmmaintainsa systenvirtual time
v*(-) [9]. In additionit associatet eachsession avirtual start
time s;(-), and a virtual finish time f;(-). Intuitively, v*(¢)
representshe normalizedfair amountof servicetime thateach
sessionshould have receved by time ¢, s;(t) representghe
normalizedamountof servicethatsession hasrecevedby time
t, andf; (t) representthesumbetweers; (t) andthenormalized
servicethat session: should receve when the packetat the
headof its queuds sened. Sinces; () keepdrackof theservice
recevedby sessiori bytimet, s; (¢) isalsocalledthevirtualtime
of session, andalternatiely denoted; (t). Thegoalof all PFQ
algorithmsis thento minimize the discrepancieamongu; (t)’'s
andv®(t). In aH-PFQsystemeachclasskeepsa virtual time
functionandthegoalis to minimizethediscrepancieamonghe
virtual timesof all sibling classes$n the hierarchy VariousPFQ
algorithmsdiffer in two aspectsthe computatiorof the system
virtual time function,andthe packetselectiorpolicy. Examples
of systenwirtual time functionsarethevirtual starttime of the
packetcurrentlybeingsened[11], thevirtual finish time of the
packetcurrentlybeingsened[9], andtheminimumbetweerthe
currentvalue of a linear function that advancesat the sener’s
rate, and the smallestof the virtual starttimes of all packets
at the headsof currentlybackloggedqueueq1]. Examplesof
packetelectiompoliciesareSmallestStarttime First(SSF)[11],
SmallesFinishtimeFirst(SFF)[9], andSmallesEligible Finish



timeFirst(SEFF)2], [17]. Thechoiceof differentsystenvirtual
time functionsandpacketselectiorpoliciesaffectsthereal-time
andfairnesgpropertiesof theresultingPFQalgorithm.

Similar to H-PFQ, for eachclassi in the hierarchy H-FSC
maintainsa virtual time function v; (¢) thatrepresentshe nor-
malizedamountof servicethat class: hasreceved by time ¢.
In H-FSC,virtual timesareusedby thelink-sharingcriterionto
distributeserviceamongthehierarchyaccordingo classesser
vice curnves. Thelink-sharingcriterionis usedto selectthe next
packetonly whenthe real-timecriterionis not used. Sincethe
real-timeguaranteefor leafclasses@reensuredy thereal-time
criterion, the effect on performanceby having differentsystem
virtual timefunctionsandpacketselectioralgorithmsn thelink-
sharingcriterionis lesscritical. In H-FSCwe usethe SSFpolicy
andthesystenvirtual time functionv; = (vi min + Vi maz)/2,
wherev; pin andv; pmq, arethe minimum andthe maximum
virtual starttimesamongtheactive childrenof classi. By doing
so,we ensurehatthe discrepang betweerthe virtual timesof
ary two actie sibling leaf classess bounded(seeSectionV).
It is interestingto notethatsettingy; to eitherv; ,,iy, Or v; mae
resultsin a discrepang proportionalto the numberof sibling
classes.

In H-FSC,v; (1) is iteratively computedy usingthe previous
virtual time functionandthe class’servicecurve. Virtual times
are updatedwhena packetstartsbeing servicedor a classbe-
comesactive. Thefunctionupdate. v for this purposds shavn
in Figure7. Notice thatupdate v recursvely updateghe vir-
tual timesandthe virtual curvesin the hierarchyby following
child-parentinks till it reachegherootor a parentclassthatis
alreadyactive.

In the algorithm,we actuallymaintaina virtual curve V;, the
inversefunctionof v;, insteadf v;. Whenclass becomesictive
for thefirst time, V} is initialized to ¢'s servicecurve S;(-). V;
is thenupdatedy usingtheupdate VVC functioneverytimethe
classbecomesctive attime a¥, the beginningof the k-th active
period,basedn thefollowing formula
Vi(a¥;v) = min(Vi(af =1

(3

v), Si(v = vp 3y (af)) + wilay)),
v > vy (af), (12)

wherew; (a¥) is thetotal amountof servicereceved by classi

by time a¥, both by the link-sharingand the real-timecriteria,
while v, i)(af) isthesystenvirtual timeassociatetb theparent
of class:. Notethatwe usev insteadof ¢ in the above equation
toreflectthefactthatV; is afunctionof thevirtual time. Finally,

it is worth notingthatwhens; (-) is astraightline with sloper;,

from Eq. (12) we have V; (a¥; v) = r;v. Then,thevirtual time
v; is simply V =Y(a¥; w;) = w;/r;, whichis exactly thevirtual

time of session in PFQalgorithms.

IV. IMPLEMENTATION ISSUESAND COMPLEXITY

The functionsreceivepacket and get packet describedin
Figure5 arecalledeachtime a packetarrivesor departs.In our
currentimplementatiorwe maintaintwo requestger session,
one characterizedy the eligible time anddeadline calledthe
real-timerequestandtheothercharacterizely thevirtual time,
calledthelink-sharingrequest For maintainingthereal-timere-
guestsve canuseeitheranaugmentedinarytreedatastructure

10

service
service
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Fig. 8. Theservicecurveassociatedvith a sessior: is characterizedy its
maximumdelayd?™*, maximumunit of work »***, andaveragerate r;.
(@) If we® /d*** > r;, the servicecurveis concave;(b) otherwisejt is
COnvex.

astheonedescribedn [16], or a calendaqueud3] for keeping
track of the eligible timesin conjunctionwith a heapfor main-
tainingtherequeststeadlinesWhile theformermethodmakes
it possibleto performinsertionanddeletion(of the eligible re-
questwith the minimum deadline)in O(logn), wheren is the
numberof active sessionsthe lattermethodis slightly fasteron
average.Thelink-sharingrequestarestoredin aheapbasedn
theirvirtual times.

Besidegnaintainingherequestlatastructuresthealgorithm
hasto computethe variouscurves,andupdatethe eligible time,
the deadline,and the virtual time. While it is expensve to
updategeneralservicecurwes, in practicethe compleity can
be significantly reducedby consideringonly piece-wiselinear
cunes.

Up to this point, our resultsapply to classeswith general
non-decreasingervicecurves. However, for simplicity, in our
implementatiorwe considerconcae andconvex servicecurves
only. Eachsessioni is characterizedyy threeparametersthe
largestunitof work,denoted:***, for whichthesessiomequires
delay guaranteethe guaranteedlelay d;***, andthe sessiors
averagerater;. As anexample,if asessionmrequiresper packet
delay guaranteethen«*** representshe maximumsize of a
packet. Similarly, a video or an audio sessiorcanrequireper
framedelayguaranteehy settingu}*** to themaximumsizeof a
frame. Thesessiors requirementaremappedntoatwo-piece
linearservicecurve, whichfor computatiorefficiengy is defined
by thefollowing threeparametersthe slopeof thefirst sgment
m}, the slopeof the secondsggmentm?, andthe z-coordinate
of the intersectiorbetweerthe two sggmentsz;. The mapping
(uma® dmae r;) — (mi, z;, m?) for both concae andconvex
cunesis illustratedin Figure8.

It canbe easilyverifiedfrom Eq. (7) thatary deadlinecurve
that is initialized to a servicecurwe of one of the two types
discussedbore remainsa two-piecelinear servicecurwe after
eachupdateoperation.lt is worth notingthatalthoughall two-
piecelinearconcavecurvesexhibit this nice property thisis not
true for all two-piecelinear corvex curwes. In fact, it canbe
shavn that only two-piecelinear cornvex servicecurveswhich
have their first sgmentparallelto the z-axishave this property
Sincethefirst sggmentof a deadlinecurve doesnot necessarily
intersectthe origin, we needan extra parameterto uniquely
characterizea deadlinecurve. For this purposewe usethe y-
coordinateof the intersectionbetweenthe two seggmentsand



update DC(i, a)
if (m}>m?)and(c; +y? —yi > m? x (a+z7 — z;)))
/* D; concaveandintersectsS; (t — a) + ¢; x/
temp = y; — mZx;; /+ computentersectiorpoint x/
z; = (¢; — m}la — temp)/(m? — m});
Y = mzle + temp;

else
o — 25
r, =a—+x7,
i =i+

Fig. 9. Thefunctionwhich updatesthe deadlinecurve D;. a respesentshe
timewhenthe sessiorbecomesctive,c; is the amountof servicethat has
beenreceivedby sessior: by the real-timecriterion, z; and y; are the
coordinatesof the inflexion point of the deadlinecurve,while mf and yf
arethecoordinatesof theinflexion pointof S;(-).

denoteit y;. The pseudocodéor updatinga deadlinecurwe is
presentedn Figure9. The only parametershat are modified
arethe coordinate®f the sggmentsntersectiorpoint z; andy;;

the slopesof thetwo segments;m} andm?, remainunchanged.

Thedeadlinecurve, aswell asthevirtual andeligible curves,is
updatedonly whenthe stateof a sessiorchangesrom passie
to active. As long asthe sessionmemainsactive, no curvesneed
to beupdated.

The updateoperationof the virtual curwe is performedby
update VC. Sincethis functionis very similar to update DC
— theonly differences thatinsteadof usingc; anda, we use
thetotal servicew; andthevirtual timevf7 (i) respectrely — we
donotshow it here. '

Althoughfrom Eq.(11) it appearshatthecomputatiorof the
eligible curwe is quite comple, it turnsout thatit canbe done
very efficiently in our case: if the deadlinecurwe is concae,
thentheeligible curve simplyequalgo thedeadlinecurwe; if the
deadlinecurveis two-piecdinearcorvex, thentheeligible curve
is simply a line that startsat the samepoint asthefirst sgment
of the deadlinecurve, and hasthe sameslopeasthe deadline
curwe’s secondsegment.

Thus,updatingthe deadline gligible andvirtual curvestakes
constanttime. Computingthe eligible time, deadlineand vir-
tual time reducesto the computationof the inverseof a two-
piecelinear function, which takesalso constanttime. Conse-
quently H-FSCtakesO(logn) to executeper packetarrival or
packetdeparturewhich is similar to other packetscheduling
algorithmg[1].

V. DELAY AND FAIRNESSPROPERIES OF H-FSC

In this sectionwe presenbur maintheoreticaresultson the
delayandfairnesgpropertieof H-FSC.Theproofscanbefound
in [18]. For therestof the discussionwe considerthe arrival
time of a packeto bethetime whenthelastbit of thepackethas
beenreceved, andthe departingtime to be the time whenthe
lastbit of the packethasbeentransmitted.

Thefollowing theoremshaws thatby computingthe deadline
of eachpacketbasedn D;, asdefinedby Eq.(7), we canindeed
guaranteghe servicecurve S; of session.

Theoem1: The servicecurve of a sessions guaranteedf
eachof its packetds transmittedbeforeits deadline.

The next theoremgivesa tight delay boundfor H-FSC.In
conjunctionwith the previoustheoremthisresultshavsthat,in
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H-FSC,theservicecurvesareguaranteetb within thesizeof a
packetof maximumlength.

Theoem2: The H-FSCalgorithmguaranteeshatthe dead-
line of ary packetis notmissedby morethanr,, .., wherer,, 4
representshetime to transmita packetof maximumlength.

Unlike H-PFQ,the delayboundof H-FSCdoesnot depend
onthenumberof levelsin thehierarchy Thisis simply because
thecomputatiorof thedeadlinesarebasedntheservicecurves
of theleaf classe®nly, andpacketselectiornusingthereal-time
criteriais independenof the hierarchystructure.

Next, Theorem3 characterizethe fairnessof H-FSCfor leaf
classeshy giving aboundonthediscrepang betweertheactual
servicedistributionandtheideallink-sharingmodel.

Theoem3: In H-FSC, the differencebetweenthe virtual
times of ary two sibling leaf classegthat are simultaneously
active is boundeddy a constant.

From the theorem the following corollary immediatelyfol-
lows:

Corollary 1 In H-FSC,for anytwo sibling leaf classes and j
that are continuouslyactive during a time interval (21, ¢], the
following holds,

| (vi(ta) — vi(ta)) — (vj(t2) —v;(ta)) < B,

whee B depend®n the characteristicsof the servicecurvesof
sessions andj.

(13)

In otherwords, the differencebetweenthe normalizedservice
time thateachsessiorshouldreceve duringtheintenval (¢1, 2]
is bounded It canbeeasilyshavn thatwhenthe servicecurves
for classeg andj arelinear, B reducego the fairnessmetric
definedby Golestani9].

Unlike thediscrepang betweeriwo siblingleafclassesvhich
is boundedby avaluethatdepend®n servicecurvesassociated
with classes andj only, in the caseof two interior sibling
classesthis discrepang dependn all sessionsn the system.
Thisis becauséhe scheduleusesthe real-timecriterionwhen-
ever a sessionis eligible, independenbf the position of the
sessionn thehierarchy Thus,theboundfor thediscrepang be-
tweentwo interior classesncreasesvith thenumberof sessions
in the system.To reducethis discrepany, a possiblesolutionis
to usetheglobaleligible curve E, computedy Eg. (8), instead
of the individual sessions'eligible curves. However, as dis-
cussedn Sectionlll-B, thisincreaseshecompleity of H-FSC.
How muchwe canreducehediscrepang andhow to reducethe
compleity of computingF aretopicsof futureresearch.

VI.

We have implementedH-FSCin a simulatorandin the ker-
nel of NetBSD 1.2 on the Intel i386 architecture. We usea
calendagueuein conjunctionwith a heapto maintainthereal-
time requestsanda heapat eachinterior classto maintainthe
link-sharingrequests. The simulatorand the NetBSD imple-
mentationsharebasicallythe samecode. The only difference
is thatin the NetBSD implementationwe usethe CPU clock
cycle counterprovided by the Intel PentiumPro processolas
a fine grain real-timeclock for eligible time anddeadlinema-
nipulations. In NetBSD, besidesthe schedulerwe have also

PERFORMANCEEVALUATION
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Fig.10. ClassHierarchy.

implementeda packetclassifierthat mapsiPv4 packetsto the
appropriatelassesn the hierarchy?

We evaluatethe H-FSCalgorithmusingboth simulationand
measuremergxperiments. The experimentsare performedon
a 200 MHz Intel PentiumPro systemwith 256 KB on-chipL2
cache32MB of RAM, anda3COM Etherlinklll ISA Ethernet
interfacecard. We instrumentedhe kernel suchthat we can
recordalog of events(suchasenqueuanddequeuejvith time-
stampgqusingthe CPUclock cycle counter)in asystenmemory
buffer while the experimentsarerunning,andlater retrieve the
contentsof the log throughanioctl  systemcall for post-
processingandanalysis. In the restof this section,we present
resultsto evaluateH-FSC’s performancen threeaspects:(1)
H-FSCs ability to provide real-timeguarantees(2) H-FSC's
supportfor link-sharing,and (3) the computationoverheadof
ourimplementatiorof thealgorithm.

A. Real-timeGuarantees

We usesimulationto evaluatethe delaypropertienf H-FSC
becauseve can have bettercontrol over traffic sourcesn the
simulator We compareH-FSCto H-WF?Q+, which, to the best
of our knowledge,achievesthetightestdelayboundsamongall
hierarchicapackeffair queueingalgorithmg[1].

Considerthe two-level classhierarchyshavn in Figure 10.
Thevalueundereachclassrepresentthebandwidthguaranteed
to that class. In our experiment,the audio sessionsends160
byte packetsavery 20 ms, while the video sessiorsends8 KB
packetsavery 33 ms. All the othersessionsend4 KB packets
andthe FTPsessiornis continuoushybacklogged.

To demonstratél-FSCs ability to ensurdow delayfor real-
time connectionsye targetfor a 5 ms delayfor the audioses-
sion,anda 10 msdelayfor the videosession.To achieve these
objectives, we assignto the audio sessionthe service curve
Se = (uP?* = 160bytesd)*** = 5msr, = 64Kbps),
and to the video sessionthe servicecurve S, = (u})***
8KB, d*** = 10ms r, = 2 Mbps). Also, in orderto passth
admissiorcontroltest,we assigno the FTP sessiortheservice
cune Sprp = (uan%% =4 KB, anrL%% = 1625ms, TEFTPp =
5 Mbps). Theservicecurvesof all theothersessionandclasses
arelinear.

3Thisimplementatioris now publicly availablefor bothNetBSDandFreeBSD
athttp://www.cs.cmu.edu/"hzhang/HFSC/
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Fig. 12. Bandwidthdistribution amongfour competingsessions.

Figurellshowvsthedelaydistributionfor theaudioandvideo
sessionsinderH-WF?Q+ andH-FSC.Clearly, H-FSCachieves
much lower delaysfor both audio and video sessions. The
reductionin delaywith H-FSCis especiallysignificantfor the
audiosessionThisis adirectconsequencef H-FSCsability to
decouplalelayandbandwidthallocation. Theperiodicvariation
in the delay especiallyunderH-WF?Q+ , mirrors the periodic
activity of the ON-OFF source. H-WF?Q+ is more sensitve
to thesevariationsdueto the couplingbetweerbandwidthand
delayallocation. Intuitively, whenthe ON-OFFsourcebecomes
active, the numberof packetdrom competingsessionghatan
audioor videopacketasto wait beforereceving servicealmost
doublesand the delay increasesaccordingly* On the other
hand,H-FSCignoresthe classhierarchyin satisfyingthe delay
requirements.Therefore, whenthe ON-OFF sessiorbecomes
active,thenumberof additionalpacketsrom competingessions
an audio or video packethasto wait beforebeing transmitted
increasedy lessthan20 % becausehe bandwidthof the ON-
OFF sessioraccountgor only 18 % of thetotal bandwidth.

B. Link-sharing

To evaluateH-FSC'ssupporffor link-sharing,we conducthe
following experimentusing our NetBSD/i386implementation
astheplatform.

We setup a classhierarchysimilar to the onein Figure 10
exceptthatthereareonly 4 sessionsit eachlevel. Thesessions
atlevel oneall have bandwidthreserationof 1.5 Mbps,andthe
sessionat level two have bandwidthreserationsof 80 Kbps,
480Kbps,1.44Mbpsand2 Mbpsrespectrely. Thetotalaggre-
gatebandwidthresenationis 10 Mbps— Ethernets theoretical
maximumthroughput All sessionarecontinuouslypacklogged
exceptfor the2 Mbpssessiorwhichis anON-OFFsource.The
traffic loadis generatedy a self-timeduserlevel programthat
senddUDP packetf size512bytesfor eachsessioratthere-
quiredrates.Figure12 shavs the bandwidthvs. time graphfor

4Because¢hebandwidthof the ON-OFFsessioraccountgor 40% of thetotal
bandwidthof classA, whenthe ON-OFFsessiorbecomesctive, thenumberof
packetsof classA that have deadlineswithin a time interval alsoincreasedy
approximately40 %.
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four sessionat level 2 in the hierarchy To computethe band-
width,a37.5msaveragingntervalis usedfor all sessionsxcept
thata 60 msinterval is usedfor the 80 Kbps sessiordueto its

low packetrate. As canbeseenwhenthe2 MbpsON-OFFses-
sionis idle, its bandwidthis fairly distributedto the otherthree
competingsessionswhile whenall sessionsareactie, they all

recevedtheir guaranteedates.

C. ComputatiorOverhead

Thereare generallythreetypesof computationoverheadn-
volved in our implementatiorof H-FSC: packetclassification,
enqueueanddequeue.

We first measurethe packetclassificationoverheadin our
NetBSD/i38amplementationTo reduceheoverheadf packet
classificationa hashing-basedlgorithmis used. As a result,
underlight load, only the first packetof a classincursthe cost
of full classification. Subsequenpacketsfrom this classare
classifiedbasedntheclasss hashvalues.While theworst-case
overheadin our implementationincreasewith the numberof
classedn the hierarchy the averagetime to classify a packet
basedn hashings about3 us.

To measurehe enqueueand dequeueoverheadwe run the
simulatorin singleusermodeon a 200 MHz PentiumPro sys-
tem with 256 KB L2 cacheand 32 MB of memoryrunning
the unchanged\NetBSD 1.2 kernel. Sinceessentiallyidentical
codeis usedn boththesimulatorandtheNetBSDkernelimple-

mentation the resultsalsoreflectthe overheadn the NetBSD
implementation.

In all experimentpresenteth thissectionwemeasurél) the
averageenqueudime, (2) theaveragedequeudgimefor selecting
a packetby boththelink-sharingandthe real-timecriteria,and
(3) theaverageperpacketqueueingverheadwhichis thetotal
overheadof the algorithm divided by the numberof packets
forwarded. In eachcase,we computethe averagesover the
time interval betweenthe transmissionof the 10,000¢~ and
the 20,000¢h packetto remove the transientregimesfrom the
begginningandthe endof the simulation.

In thefirst experimentwe useonelevel hierarchiesvherethe
numberof sessionwariesfrom 1 to 1000in incrementf 100.
Thelink bandwidthis dividedequallyamongall sessionsThe
traffic of eachsessionis modeledby a two stateMarkov pro-
cesswith anaveragerateof 0.950f its resered rate. As shavn
in Figure13(a),enqueueanddequeudimesincreasevery little
asthe numberof sessionsncreasefrom 100 to 1000. This
is to be expectedasH-FSChasa logarithmictime complexity.
Basedonthe averageperpacketqueueingoverheadwe canes-
timatethethroughpuof ourimplementation For example with
1000sessionssincethe averageper packetqueueingoverhead
is approximately9 us, addingthe 3 us steady-statpacketclas-
sificationoverheadwe expectourimplementatiorto be ableto
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forwardover 83,000packetspersecond.

In the secondexperimentwe studytheimpactof the number
of levelsin the classhierarchyon the overhead.We do this by
keepingthe numberof sessiongonstantat 1000while varying
the numberof levels. We considerthreehierarchies:one-level,
two-levelwith 10internalclassesgachhaving 100child classes,
andthree-level with eachinternalclasshaving 10 child classes.
Asshowvnin Figurel3(b),theenqueuanddequeuéimesaswell
asthe averageper packetqueueingoverheadincreasdinearly
with the numberof levels. Again, this is expectedsinceeach
additionallevel addsa fixed overheadfor updatingthe virtual
timesin thehierarchywhich,in ourcasegdominateghevariable
overheadthat is logarithmicin the numberof child classesat
eachlevel.

Finally, we considerthe casewhen all sessionsare contin-
uously backlogged. The averageenqueudime in this caseis
very small(lessthan0.3 us) asa packetarriving ata non-empty
gueueis just addedat the end of the queuewithout invoking
ary otherprocessindy the algorithm. However, bothtypesof
dequeudimesincreaseaccordingly Thisis becausavheneer
a packetarrivesat anemptyqueueor a packetis dequeuedour
algorithmmovesthereal-timerequestshathave becomeeligible
from thecalendaqueudnto theheap.Sincein this experiments
all sessiong@rebackloggedthis costis chagedto thedequeue
operation®nly. Neverthelessthe averageper packetqueueing
overheadchangedittle. For the flat hierarchywith 1000 ses-
sions,the averageperpacketoverheads 8.79 us, while for the
three-level hierarchyit is 11.54 ps.

We notethatall theseresultsareobtainedwith relatively un-
tunedcode. We expectthat the overheadcan be significantly
reducedwith properoptimizations.

VII.

ClasBasedueueind7] andHierarchicaPacketrair Queue-
ing [1] aretwo algorithmsthataim to supporthierarchicalink-
sharingreal-timeandpriority services.

A CBQsener consistof alink-sharingscheduleanda gen-
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5This figure doesnot takeinto accountoutelookupandothersystenrelated
overheads.

eral scheduler The link-sharingschedulerdecideswhetherto

regulatea classbasedon link-sharingrules and mark packets
of regulatedclassesasineligible. Thegeneralschedulesenes
eligible packetaisinga staticpriority policy.

Thekey differencebetweerH-FSCandCBQis thatH-FSCis
designedisingaformalapproachBy presentingiformalmodel
thatpreciselydefinesll theimportantgoalsof link-sharing real-
time, andpriority servicesye exposethefundamentatradeofs
betweenconflicting performancegoals. This enablesusto de-
sign an algorithm, H-FSC, that not only provides better and
strongereal-timeguaranteethanCBQ, but alsosupportamore
accuratdink-sharingservicethanCBQ. In addition,H-FSCof-
fers much strongerprotectionamongtraffic classegshan CBQ
whenpriority is supported.

For real-time services,H-FSC provides per sessiondelay
boundthatis decoupledrom the bandwidthrequirementvhile
CBQ providesonedelayboundfor all real-timesessionshar
ing the link. In addition, the delay boundprovided by CBQ
accountonly for the delayincurredby the generalscheduler
but notthe delaypotentiallyincurredby thelink-sharingsched-
uler. Sinceatraffic streamthatis smoothat the entranceo the
networkmaybecomeburstierinsidethenetworkdueto network
load fluctuations the link-sharingscheduleffor a routerinside
the network may regulatethe stream. With certainregulators
suchasthosedefinedin [8], [21], thisregulationdelaydoesnot
increasethe end-to-enddelay bound. However, the regulating
algorithmimplementedby the link-sharingscheduleiin CBQ
is basedon link-sharingrules and is quite differentfrom the
well understoodegulatorsdefinedin [8], [21]. In addition,in
orderfor the end-to-enddelayboundof a sessiorto not be af-
fectedby the regulatingdelay the sessiors parametersieedto
be consistenamongall regulatorsin the network. In CBQ, the
regulation processs affectedby the link-sharingstructureand
policy, which areindependentlygetat eachrouter Thereforejt
is unclearhow end-to-enddelayboundwill be affectedby the
regulationof link-sharingschedulers.

For link-sharingservice py approximatingheidealandwell-
definedrFair ServiceCurwelink-sharingmodel,H-FSCcaniden-
tify preciselyandefficiently duringrun-timetheinstancesvhen
thereareconflictsbetweenequirementsf theleafclassegreal-



time) andinterior classeglink-sharing). Therefore H-FSCcan
closelyapproximateheideallink-sharingservicewithout neg-
atively affecting the performanceof real-time sessions. With
CBQ, therecould be situationswherethe performanceof real-
time sessionss affectedunderthe Formal-Link-Sharingor even
themorerestrictingAncestorOnly rules[7]. To avoid theeffect
onreal-timesessionsa morerestrictive Top-Level link-sharing
policy is defined.

Another differencebetweenH-FSC and CBQ is thatin H-
FSC, priorities for packetsare dynamicallyassignedasedon
servicecurves,while in CBQ, they arestaticallyassignedased
on priority classes. In CBQ, the link-sharingrule is affected
only by bandwidth;oncepacketsbecomeeligible, they have a
static priority. This hassomeundesirableconsequencesAs
an example, considerthe classhierarchyin Figure 1, assume
that CMU hasmary active video streams(priority 1) but no
datatraffic (priority 2), accordingo thelink-sharingrule, CMU
videotraffic will becomeeligibleatarateof 25Mbps. Oncethey
becomeeligible, they will all be sened at the highestpriority
by the generalscheduler This will negatively affect not only
the delayboundprovidedto U. Pitt's real-timetraffic, but also
the averagedelay of U. Pitt's datatraffic, which is sened by
the generalschedulerat a lower priority. In contrast,H-FSC
provides much strongerfirewall protectionbetweendifferent
classes. The servicecurwe of a leaf classwill be guaranteed
regardlessof the behaior of otherclasses.In addition, link-
sharingamongclassesds alsodictatedby servicecurves. The
excessservicerecevedby aclasswill belimited by itsancestors’
servicecurves,which specifybothbandwidthandpriority in an
integratedfashion.

Like H-FSC H-PFQis alsoroatedin aformalframevork. The
major differencebetweerH-PFQandH-FSCis thatH-FSCde-
coupleghe delayandbandwidthallocation thusachiezesmore
flexible resourcenanagemerdndhigherresourcaitilization. In
addition,unlike H-PFQwherea sessiorsdelayboundincreases
with the depthof the hierarchy the delay bound provided by
H-FSCis not affectedby the depthof the hierarchy

Inthispaperweuseservice-curebasedchedulerto achiere
decouplingof delayandbandwidthallocation. In [12], [19], it
hasbeershovnthatmoregenerakervicecurvesotherthanlinear
cunvescanbesupportedy GPS However, thisgeneralesource
assignmenbf GPSis only possibleif all relevant sessionsn
theentire networkarepolicedatthesourcesThereforesources
will notbeableto opportunisticallyutilize theexcesshandwidth
availablein the networkby sendingmoretraffic thanresered.
It is unclearwhetherlink-sharingcan be supportedn sucha
network.In H-FSC thescheduleguaranteeaminimumservice
cunwe to a sessiorregardlesof the behaior of othersessions
in the network. In addition,it doesnot requirethata sessiors
input traffic to be policed at the networkentrancethusallows
sourcesto statistically sharethe excessbandwidthinside the
network. Furthermoregven for real-timeservicesthat do not
allow link-sharing,service-cure basedschedulerstill achieve
a larger schedulabilityregion than GPSwith generalresource
assignments.

Fair Airport (FA) Schedulerproposedn [10] combineaRate
Controlled Service Discipline with Start-time Fair Queueing
(SFQ)[11]. The conceptof usingtwo schedulingdisciplines,
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oneto enforcethereal-timecriterion,andtheotherto enforcethe
link-sharingcriterion, is similar to H-FSC.The key difference
is thatwhile in FA thelink-sharingcriterionconsideronly the
excessservice jn H-FSCthelink-sharingcriterionconsiderghe
entire serviceallocatedto a class. At the algorithmiclevel this
differencds reflectedby thefactthatin FA thevirtual time of a
sessions not updatedvhena packetis sened by the real-time
criterion.

VIIl. CONCLUSION

Wemaketwo importantcontritutions. Firstwe defineanideal
Fair ServiceCurve link-sharingmodelthatsupportqa) guaran-
teedQoSfor all sessionandclassesn alink-sharinghierarchy;
(b) fair distribution of excessbandwidth;and(c) priority ser
vice or decoupledielayandbandwidthallocation. By defining
preciselytheidealserviceto besupportedye exposethefunda-
mentalarchitecturdevel tradeofs that apply to any schedulers
designedo supportink-sharing real-time andpriority services.
As a secondcontritution, we proposea novel schedulercalled
H-FSCthatcanaccuratelyandefficiently approximateheideal
Fair ServiceCurwe link-sharingmodel. The algorithmalways
guaranteetheperformancef leafclassesvhile minimizingthe
discrepang betweertheactualserviceallocatedandtheservice
it shouldbeallocatedvy theideal FSClink-sharingmodelto the
interior classes We have implementedhe H-FSCschedulein
theNetBSDervironmentanddemonstratethe effectivenesof
our algorithmby simulationandmeasuremerexperiments.
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