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Abstract— This paper describes a modular hardware platform
of a multi-user (MU) multiple-input multiple-output (MIMO)
orthogonal frequency division multiplexing (OFDM) testbed. The
hardware platform is based on multiple field programmable
gate arrays (FPGAs), provides four integrated radio-frequency
(RF) chains, and has capabilities for extension boards. The
performance and modularity of the testbed enables real-time
MU-MIMO-OFDM experiments as well as offline processing
experiments. To this end, the MIMO physical (PHY) layer of
Haene et al., IEEE J-SAC, 2008, has been adapted to the new
hardware platform and extended with bi-directional communi-
cation facilities and a basic media access control (MAC) layer
equipped with Ethernet connectivity.

I. INTRODUCTION

Due to the increased spectral efficiency, the use of multiple
antennas at the transmitter and the receiver is becoming state-
of-the-art in point-to-point (i.e., single-user) wireless commu-
nication systems. Although the performance improvement of
MIMO in terms of throughput and/or quality of service entails
high signal processing complexity, it has been shown that
MIMO is feasible in practice for up to four streams [1].

In MIMO communication, the shift from single-user to
multi-user scenarios requires changes in the PHY layer as
well as in the MAC layer [2]. To thoroughly assess real-
world implementation and performance aspects as well as
limitations of MU-MIMO communication, a prototype sys-
tem is of paramount importance. Various testbeds focusing
on implementation aspects of the single-user MIMO PHY
layer exist, either running in real-time, e.g. [1], [3], [4], or
performing offline processing, e.g. [5], [6]. So far, only little
can be found on MU-MIMO testbeds in literature. In [6] for
example, transmit beam-forming experiments for MU-MIMO
communications on an offline-processing-based testbed have
been described. A real-time MU-MIMO implementation and
corresponding measurements based on the forthcoming long-
term evolution of the 3G air interface can be found in [7].

Contributions: This paper describes an FPGA-based
hardware platform and the necessary extensions of [1] in or-
der to obtain MU-MIMO-OFDM communication capabilities.
These extensions include a basic MAC layer, an integrated
RF transceiver chain, and Ethernet connectivity. Furthermore,
MAC throughput measurements are presented.
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Fig. 1. Overview of the testbed hardware platform (one MIMO terminal).

Outline: The remainder of this paper is organized as
follows. Sec. II describes the hardware components of the
testbed terminals. Sec. III briefly describes the MIMO PHY
and the MAC layer implementation. Sec. IV provides mea-
surement results on inter-frame spacing and throughput on
MAC and TCP layer. Sec. V briefly describes how the testbed
functionality for offline experiments over real-world channels.

II. HARDWARE PLATFORM

The former hardware platform described in [1] consists of
one XILINX Virtex-II FPGA, two digital-to-analog conversion
(DAC) and analog-to-digital conversion (ADC) modules, and
four super-heterodyne RF chains. The RF chains are built from
Mini-Circuits components. Four of these RF chains occupy
about the volume of a desktop PC and require external clock
generation. Limited signal processing resources, the bulky RF
chains, and the need for a basic MAC layer led to the decision
to design a new hardware platform for the MU-MIMO-OFDM
testbed. This new platform consists of individual terminals,
each providing full 4-stream MIMO transmit and receive
capabilities. Fig. 1 shows such a testbed terminal consisting
of three different types of printed circuit boards: the VAMP
board, the BAT board, and four WING boards.

A. VAMP Board

The VAMP board provides the basis of each MIMO testbed
terminal. It contains two XILINX Virtex-II Pro FPGAs with
embedded PowerPC CPUs, 4 MByte SRAM memory, a socket



Fig. 2. Adapter board containing two ASIC sockets and two VGA ports.

for optional SDRAM, a Gigabit Ethernet interface, a PCI
interface, and digital-IO connectors for additional daughter
boards.

B. BAT Board and WING Boards

The BAT board contains the digital front-end including up-
/downsampling and filtering. It contains one XILINX Virtex-4
FPGA, 1 MByte SRAM memory, dedicated high-speed inter-
connections to attach up to four WING boards, configuration
logic, and USB connectivity for user control.

Each WING board contains a complete direct-conversion
RF chain for wireless transmission and reception. The main
components of the RF chain are a DAC/ADC chip (Analog
Devices AD9861), a dual-band RF transceiver chip (Maxim
Integrated Products MAX2829), and a front-end module for
filtering and amplification (Epcos R025B). A separate ADC
chip (Analog Devices AD8061) is used to digitize the received
signal strength indication (RSSI) signal and provide it to the
FPGA for automatic gain control (AGC).

C. ASIC Adapter Board

An optional application specific integrated circuit (ASIC)
adapter board can be plugged onto the VAMP board. The
ASIC adapter board is shown in Fig. 2. It provides connectivity
for two ASICs (CLCC84 package with 84-pins) what allows
for outsourcing of timing-critical signal processing tasks.
Moreover, the adapter board provides two VGA ports for
visualization and debugging purposes.

III. REAL-TIME MU-MIMO-OFDM TESTBED

Fig. 3 shows the overall system architecture of a MU-
MIMO-OFDM terminal. It can directly be connected to the
Ethernet network or communicate wireless with other ter-
minals over the MIMO PHY layer. The entire testbed can
work similar to an Ethernet-based switch with MIMO wireless
bridging in-between the end-points. There are three main
subsystems involved:

o The Ethernet subsystem enables network connectivity
including data transfers from and to the Internet.

o The PowerPC subsystem is responsible for all MAC layer
tasks.

e A complete MIMO PHY layer is implemented in the
MIMO subsystem. A detailed description of its imple-
mentation can be found in [1].

The three subsystems and the external SRAM are intercon-
nected through a common bus. The advanced micro-controller
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Fig. 3. System architecture of a MU-MIMO-OFDM terminal including
PowerPC, MIMO and Ethernet (ETH) subsystem.

bus architecture (AMBA) by ARM has been used, where
an advanced high-performance bus (AHB) is used for data
transfers and the advanced peripheral bus (APB) for control
and configuration of the individual system blocks. High-speed
data transfers without CPU interaction are carried out by direct
memory access (DMA) engines. The external SRAM is used
to buffer data between the MIMO subsystem and the Ethernet
subsystem.

A. MIMO PHY Layer

The MIMO PHY layer is based on [1] and the modulation
parameters of the PHY layer are summarized in Tbl. 1. The
PHY header consists of four short preambles, two long pream-
bles, four MIMO training symbols, and one signal field. To
adapt the PHY layer to the new hardware platform, it has been
partitioned onto the three FPGAs as shown in Fig. 4. The first
FPGA on the VAMP board is responsible for the MAC layer,
for the MAC-PHY layer interface, and for channel coding
and decoding. Channel estimation and linear MMSE detection
(summarized as MIMO processing), OFDM de-/modulation
(mapping of the binary-valued data stream to constellation
points and I/FFT), and synchronization reside on the second
FPGA of the VAMP board. Since the RF chain on the WING
board no longer uses an intermediate carrier frequency (IF), the
digital front-end interface needed to be modified completely.
An AGC unit has been implemented on the BAT board that
adjusts the amplifiers in the receive path according to the
RSSI signal. To reduce the requirements on both, the image
rejection filter in the transmit path and the anti-aliasing filter in
the receive path, the 20 MHz baseband signal is digitally up-
sampled by a factor of four in the transmitter and decimated
accordingly in the receiver.

B. Media Access Control (MAC) Layer

The MAC layer is implemented on the PowerPC of an
FPGA. A polling-based access scheme was chosen in order
to keep the MAC protocol simple. One terminal acts as
access point (AP) for the entire MIMO network, whereas the
other terminals are configured as stations (STAs). A point
coordination function in the AP is responsible for polling all
STAs regularly according to its internal scheduling algorithm
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Fig. 4. Partitioning of the MIMO PHY layer onto the three FPGAs.

(e.g., round robin). Before a packet gets transmitted, a 32 byte
MAC header is added to the payload data. The header contains
the size of the entire frame, the address of the transmitter and
receiver, the packet type, the payload type, and the sequence
number. The entire MAC layer is implemented in software
on the PowerPC. The interaction of the MAC layer with the
Ethernet PHY layer and the MIMO PHY layer is handled by
interrupts.

IV. MEASUREMENT RESULTS
A. Inter-Frame Spacing

The latency introduced by the PHY layer varies with the
frame length due to the preprocessing latency [8]. As the
detection and decoding of an OFDM symbol takes less time
than the OFDM symbol duration ¢, the preprocessing latency
can be caught up. The latency of the implemented MAC
layer depends on the PowerPC’s state (actuality of the cache,
interrupts, etc.), but is in the order of 4 us on average. The
total system latency defines the inter-frame spacing and was
measured by using a high-performance digital oscilloscope
with an RF antenna directly attached to its input. Fig. 5
shows the resulting latency figures for different numbers of
transmitted OFDM symbols. For the shortest frames possible,
the inter-frame spacing is approximately 75 us while it reduces
to 18 us for long frames (more than 80 OFDM symbols).

TABLE I
MODULATION PARAMETERS OF THE MIMO-OFDM PHY LAYER BASED
ON [1] AND MAC LAYER CHARACTERISTICS.

Channel bandwidth 20 MHz

Number of streams (Ng) 4

Modulation schemes; number of bits | BPSK (1), QPSK (2), 16-
per symbol (Q) QAM (4), 64-QAM (6)
Coding rate (R) 1/2,2/3,3/4
Number of subcarriers 64

Number of data subcarriers (Npgc) 48

OFDM symbol duration (ts) 4us

Guard interval 0.8 us

Subcarrier spacing 312.5kHz

Inter-frame spacing (i) 18-75ps

PHY header duration (tpgy) 44 us

MAC header length (Lyac) 32 bytes

Payload length (Lpayioad) 0-8 kbytes

Frame check sequence length (Lgcs) 4 bytes
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Fig. 5. Inter-frame spacing for different number of OFDM symbols.

B. Overall System Performance

In order to evaluate the performance of the testbed including
the new RF chains and the MAC layer, measurements with
a channel emulator have been conducted. Unfortunately, bi-
directional 4-stream communication is not directly supported
by the available channel emulator. Therefore, uni-directional
measurements of the frame error rate for different frame
lengths and the IEEE TGn channel model A (flat-fading) and
C (residential, 200 ns maximum delay spread) [9] were carried
out. The measurements were taken for 100 channel realizations
and 100 frames per channel with random payload data. Block
fading has been assumed, i.e., the emulated channel does not
change during the transmission of one MIMO-OFDM frame.
All measurements include RF impairments such as carrier-
frequency offset and sampling-rate offset.

Based on the figures and definitions presented in Tbl. I,
bits per channel use (BPCU) for the bi-directional MAC layer
throughput (under the assumption of equal frame length in
both directions) can be computed as follows:

BPCU = NgRQ Npsc.- (1)
The packet duration ¢, can then be computed as

_ Lmac + Lpayload + Lrcs

t, = ts. 2
P BPCU @
The total frame duration ¢; is given by

tr = tpuy + tp + tifs 3

where tpyy includes all preambles, training symbols and the
signal field. If the frame error rate (FER) is considered, a time-
out needs to be defined. The minimum timeout corresponds to
2t; and the average frame transmission duration #gy, becomes

tiag = (1 — FER)t; + FER2t;. (4)

The raw bi-directional MAC layer throughput then corre-

sponds to

LPayload [

0= Mbps]. (5)

favg
The achievable throughput is shown in Fig. 6 for BPSK
and QPSK modulation and the two channel scenarios (TGn-
A and TGn-C) and is based on the measured FER and
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Fig. 6. Measured throughput based on the FER for TGn-A and TGn-C
channel scenarios.

computed according to (5). Furthermore, under the assumption
of no frame errors, the upper bound (UB) on the achievable
throughput is plotted.

Over-the-Air Measurements: Over-the-air measurements
were carried out using the Iperf-tool [10]. This software
measures the bandwidth and the quality of a network link. For
these measurements, a PC was connected to each terminal’s
Ethernet port on the VAMP board. The Iperf-tool on one PC
was used as server, whereas on the other PC, it was configured
as client. The two terminals were placed about three to five
meters apart. Tbl. I summarizes the measured 4-stream, over-
the-air transmission control protocol (TCP) throughput for
BPSK, QPSK, and 16-QAM modulation. The listed numbers
correspond to the average measured throughput over 100
seconds for each modulation scheme.

TABLE II
MEASURED OVER-THE-AIR TCP THROUGHPUT.
BPSK QPSK 16-QAM
Throughput [Mbps] 15 22 25

V. OFFLINE TESTBED

The BAT and WING boards can also be used as offline
testbed. In this configuration, most of the signal processing
takes place in Matlab. Only the transmission from one terminal
to another is carried out in real-time. To this end, the time-
domain transmit signal is written into a buffer on the FPGA
of the BAT board. When transmitting, the data in the buffer is
upsampled and transmitted over the RF chain to another ter-
minal, where the incoming data is downsampled and recorded,
before it gets processed in Matlab. This concept is illustrated
in Fig. 7 and enables an convenient and flexible assessment
of new algorithms or protocols over real-world channels.

VI. CONCLUSION

In this paper, a testbed is presented that serves as platform
for real-time MU-MIMO-OFDM experiments. The addition
of an embedded MAC layer to the PHY layer of [1] en-
ables experiments involving cross-layer, real-time, and space-
division multiple access (SDMA) aspects, such as, e.g., rate
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Fig. 7. Block diagram of the offline testbed.

adaptation, feedback of channel state information, or MU
scheduling algorithms. Initial measurement results show that
reliable bi-directional 4-stream communication is possible.
The total available digital signal processing power on the
three FPGAs and on the ASIC adapter supports experiments
with highest-performance MU-MIMO-OFDM algorithms. Ad-
ditionally, offline experiments over real-world channels can be
carried out on the same hardware platform to assess algorithms
in a real-world environment.
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